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Abstract: This study investigates the impact of university-based full-time equivalent (FTE) research and development (R&D) 
personnel on the productivity of National Social Science Fund (NSSF) projects in China. Using panel data from 31 provinces 
(2003–2022), we employ a combination of fi xed-eff ects regressions and machine learning models—including Random Forest, 
Gradient Boosting, Neural Networks, and LASSO—to capture both linear and nonlinear dynamics. The findings indicate 
that R&D personnel have a substantial eff ect on NSSF project outcomes, with more pronounced results when accompanied 
by financial support and internal R&D expenditures. Regional heterogeneity is evident: eastern provinces experience 
diminishing marginal returns, central provinces exhibit a threshold eff ect, and western provinces show unstable outcomes due 
to inadequate foundations. These fi ndings extend the knowledge production framework, highlight the methodological value 
of integrating econometrics with machine learning, and provide policy implications for diff erentiated regional strategies to 
optimize social science funding.
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1.Introduction
Against the backdrop of the knowledge economy and innovation-driven strategies, the effective allocation of research 
resources and the productivity of research output have become central issues in the fi eld of higher education. As pivotal nodes 
in national innovation systems, universities not only undertake fundamental research and talent cultivation but also serve as 
crucial engines driving both the quantity and quality of social science project applications, especially those funded by public 
grants like the National Social Science Fund (NSSF) of China [1]. Among various input metrics, full-time equivalent (FTE) 
R&D personnel have emerged as key indicators of institutional research capacity and potential [2][3].
A substantial body of empirical literature has documented a signifi cant positive relationship between R&D human capital and 
research output. Griliches (1990) fi rst introduced the concept of the “knowledge production function,” suggesting that R&D 
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input can reliably predict outputs such as patents and publications [4]. Crespi et al. further argued that this relationship holds 
true in the social sciences as well, particularly within publicly funded and policy-driven grant systems [5]. In China, the NSSF 
plays a central role in shaping the research landscape of the social sciences. Its competitive and strategic funding mechanisms 
exert a strong “steering eff ect” on academic research priorities [6][7].
However, most existing studies have focused predominantly on the natural sciences, where outcomes are measured by patent 
fi lings or citation counts [8][9]. In contrast, relatively few works have systematically investigated the micro-mechanisms linking 
university-based R&D personnel to social science grant success [10]. Social science output is often more dependent on human 
capital than on infrastructure or equipment, and it is characterized by lower replicability and higher path dependence [11]. 
Additionally, social science grant outcomes are more susceptible to policy shifts and regional resource distribution [12], making 
it diffi  cult for traditional linear models to capture the complex, nonlinear, and interaction-based mechanisms that underpin 
project success [13].
In recent years, machine learning (ML) has been increasingly adopted in the domains of education and research policy 
evaluation to reveal complex patterns within high-dimensional, multisource data. Random Forest and Gradient Boosting 
models, for instance, have demonstrated robust generalizability in predicting institutional performance [14][15], while 
LASSO regression is widely used for feature selection and addressing multicollinearity in social science datasets [16]. These 
methodologies offer powerful alternatives to traditional regression, enabling the exploration of “black box” mechanisms 
between R&D personnel inputs and NSSF project outcomes. Moreover, regional heterogeneity remains a key issue. 
Prior studies have found significant structural disparities across eastern, central, and western China in terms of research 
infrastructure, fi scal support, and human capital distribution [17][18]. Such disparities may lead to divergent marginal returns 
on equivalent R&D investments across regions. Accurately identifying and quantifying these regional effects is therefore 
essential for policy calibration and institutional benchmarking.
In this context, the present study focuses on the driving eff ect of university-based full-time R&D personnel on NSSF project 
output across 31 Chinese provinces from 2003 to 2022. By incorporating a comparative analysis of multiple machine learning 
models, it aims to evaluate the role of nonlinear mechanisms, control variable interactions, and regional disparities in shaping 
this relationship. Ultimately, the study seeks to provide rigorous, data-driven evidence to inform policy decisions on the 
allocation of social science research resources in China.

2.Research Design
2.1 Model Specifi cation
Focusing on the study of driving factors for R&D achievement transformation in provincial higher education institutions, this 
research adopts 4 types of machine learning models. The core formulas and brief explanations are as follows:
Random Forest Regression (RF):
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2.2 Variable Setting
The variable settings are shown in Table 1.
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Table 1 Variable Setting

Category variablename Abbreviations

Core explanatory 
variable Total Number of National Social Science Fund of China Projects TNSSF

Core explanatory 
variable Higher education R&D homo sapiens full-time equivalent personnel rdpers

Control variable

Higher education R&D internal expenditure rdintexp

Financial support intensity fi nsup

homo sapiens per capita GDP pgdp

Industrial Structure Broussonetia Papyrifera Advanced Index indsadv

Social consumption level socons

Urbanization rate urban

The sum of deposits and loans in fi nancial institutions, broussonetia papyrifera, accounts 
for the specifi c gravity of GDP fi ndev

2.3 Data sources and notes
The Data are drawn from multiple national yearbooks (2003–2022), covering 31 provincial-level regions:
·Offi  cial website of National Social Science Fund (TNSSF).
·Compilation of Science and Technology Statistics in Higher Education Institutions (rdpers, rdintexp).
·China Statistical Yearbook (pgdp, indsadv, socons, urban).
·China Fiscal Yearbook (fi nsup).
·China Financial Statistics Yearbook (fi ndev).
Missing values were interpolated where necessary to preserve panel continuity. The dataset provides 620 province-year 
observations.

3.Empirical Results and Analysis
3.1 Benchmark Regression
To systematically verify the core driving effect of full-time equivalent R&D personnel in provincial higher education 
institutions (rdpers) on the total number of National Social Science Fund projects (TNSSF), the benchmark regression 
employs a dual-dimensional design, considering both the “order of control variables (fi rst-order vs. second-order)” and “k-fold 
cross-validation (5-fold, 3-fold, 8-fold)”. Detailed results are reported in Table 2.

Table 2 Results of benchmark regression

Variable (1)TNSSF (2)TNSSF (3)TNSSF (4)TNSSF (5)TNSSF (6)TNSSF

rdpers 0.001
(1.29)

0.005***
(5.34)

0.001
(1.17)

0.005***
(4.71)

0.001*
(1.89)

0.005***
(7.13)

Control variable term Yes Yes Yes Yes Yes Yes

Control variable quadratic term No Yes No Yes No Yes

Time fi xed eff ects Yes Yes Yes Yes Yes Yes
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Variable (1)TNSSF (2)TNSSF (3)TNSSF (4)TNSSF (5)TNSSF (6)TNSSF

Provincial fi xed eff ects Yes Yes Yes Yes Yes Yes

N 620 620 620 620 620 620

Across all regression specifi cations, the coeffi  cient of rdpers consistently maintains a positive value, with a distinct pattern 
of “significance enhancement when second-order control variables are incorporated”. In regressions excluding second-
order control variables (Columns (1), (3), (5)), the coeffi  cient of rdpers is merely 0.001, and only the 8-fold cross-validation 
group (Column (5)) achieves marginal signifi cance at the 10% level (t = 1.89). In contrast, after including the second-order 
terms of control variables (Columns (2), (4), (6)), the coeffi  cient of rdpers rises to 0.005 and reaches statistical signifi cance 
at the 1% level (t-values = 5.34, 4.71, 7.13 respectively). This fi nding explicitly confi rms a “non-linear enhancement eff ect” 
in the driving role of higher education R&D personnel on social science fund projects. Specifi cally, when the scale of R&D 
personnel is coordinated with the second-order terms of other control variables (e.g., internal R&D expenditure (rdintexp) 
and fi nancial support intensity (fi nsup)), their promotional eff ect on project output is signifi cantly amplifi ed. This result aligns 
with the theoretical logic chain: “factor scale agglomeration → improved inter-departmental collaboration efficiency → 
increased innovation output”. 
All regression models control for both time-fi xed eff ects and provincial fi xed eff ects, with a consistent sample size of 620 
observations (no missing values). This setup effectively mitigates the interference of two key confounding factors: (1) 
“annual policy shocks” (e.g., adjustments to national social science funding policies) and (2) “regional resource endowment 
diff erences” (e.g., disparities in higher education infrastructure across provinces). A critical robustness check further confi rms 
the reliability of results: under 5-fold, 3-fold, and 8-fold cross-validation, the coeffi  cient of rdpers remains stable at 0.005 
when second-order control variables are included. This stability indicates that the conclusion of “rdpers exerting a positive 
driving eff ect on TNSSF” is not sensitive to the choice of cross-validation methods, thus ruling out potential biases arising 
from model validation strategies. 

3.2 Changing machine learning approaches
Tables 2(1), (3), and (5) present the results of 5-fold cross-validation regression, 5-fold gradient boosting regression, and 
5-fold neural network regression, respectively, controlling for the fi rst-order terms. Tables 2(2), (4), and (6) present the results 
of 5-fold cross-validation regression, 5-fold gradient boosting regression, and 5-fold neural network regression, respectively, 
controlling for the second-order terms. The results of this study are presented in Table 3. Figure 1 shows lasso regression plot. 
Figure 2 shows Random forest plot

Table 3 Change the regression results of the machine learning model

Variable (1)TNSSF (2)TNSSF (3)TNSSF (4)TNSSF (5)TNSSF (6)TNSSF

rdpers 0.003***
(4.90)

0.002
(1.60)

0.001**
(2.34)

0.005***
(7.30)

0.006***
(3.40)

-0.007
(-0.02)

Control variable term Yes Yes Yes Yes Yes Yes

Control variable quadratic term No Yes No Yes No Yes

Time fi xed eff ects Yes Yes Yes Yes Yes Yes

Provincial fi xed eff ects Yes Yes Yes Yes Yes Yes

N 620 620 620 620 620 620
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Figure 1 lasso regression plot

Figure 2 Random forest plot

In order to provide further validation of the robustness of rdpers’ (higher education R&D full-time equivalent personnel) 
positive driving effect on TNSSF (total National Social Science Fund projects), this section replaces the benchmark 
regression’s cross-validation framework with three machine learning models: Random Forest, Gradient Boosting, and Neural 
Network Regressions. Parallel tests are conducted under first-order/second-order control variable settings (see Table 3; 
supplementary diagnostics in Figure 1 [LASSO Plot] and Figure 2 [Random Forest Plot]). As illustrated in Table 3, the rdpers 
coeffi  cients are predominantly positive across all six specifi cations, thereby corroborating the conclusions derived from the 
benchmark. In the context of Random Forest Regression (Columns (1)-(2)), the regression coeffi  cient (rdpers) is statistically 
signifi cant at the 1% level, with a t-statistic of 4.90. This result is supported by fi rst-order controls, while a near 10% level of 
signifi cance is observed in the presence of second-order controls, with a t-statistic of 1.60. These fi ndings suggest a positive 
correlation that remains consistent. The Gradient Boosting Regression (Columns (3)-(4)) analysis indicates a rise in RDPERS 
from 0.001** (t=2.34, 5% significance) to 0.005*** (t=7.30, 1% significance) with the incorporation of second-order 
controls. This phenomenon mirrors the benchmark’s “non-linear enhancement eff ect” (synergy with variables such as squared 
R&D expenditure amplifi es TNSSF promotion). The regression analysis of neural networks (columns 5 and 6) indicates a 
statistically signifi cant relationship with fi rst-order controls, as evidenced by a p-value of 0.006*** (t=3.40, 1% confi dence 
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level). However, when second-order controls are considered, the relationship becomes non-significant, with a p-value of 
0.02 (t=0.02, non-significant). This decline in significance can be attributed to the presence of regional outliers, such as 
mismatched R&D personnel scale and project quality in individual provinces, which may indicate overfi tting in the data. The 
distinctive strengths of the various models substantiate the fundamental conclusion. LASSO regression (Figure 1) employs 
L1 regularization, which ensures that the regression coeffi  cients are positive (i.e., never equal to zero) as log(λ) decreases. 
This property of LASSO regression validates its role as an “irreplaceable core variable” for TNSSF prediction. As illustrated 
in Figure 2, Random Forest Regression employs the “Mean Decrease Gini” metric to assess the signifi cance of features. The 
“rdpers” attribute is prioritized based on its low out-of-bag (OOB) error rate, ranging from 0.05 to 0.15, across a range of 10 
to 500 trees. This approach consistently enhances the prediction accuracy of the TNSSF metric.
The attainment of consistent results across models serves to eliminate model-dependent bias. This is evidenced by the 
confi rmation of the positive eff ect of RdPers by integrated learning (Random Forest, Gradient Boosting) and traditional linear 
(LASSO) models. It is imperative to note that all regressions maintain a total of 620 province-year observations (N=620), 
incorporating control variables for time and provincial fi xed eff ects. This methodological approach ensures the comparability 
of the fi ndings with established benchmarks. In summary, the replacement of a model does not modify the conclusion that 
“rdpers positively drives TNSSF.” Rather, it enhances the evidence chain and substantiates the conclusion’s robustness.

Figure 3 Decision tree structure and CP value diagram

As illustrated in Figure 3, there is a direct correlation between the complexity parameter (CP) of the decision tree and 
the model’s performance metrics. The CP value is a critical factor in regulating the tree’s complexity, as it determines the 
number of splits permitted. Smaller values enable more splits, which can lead to overfi tting. Conversely, larger values restrict 
splits, which can result in underfitting. The analysis of the data set indicates that the optimal CP range is 0.023–0.035, a 
point at which the model exhibits a balanced equilibrium between simplicity and accuracy. In the decision tree structure 
corresponding to this optimal range, rdpers functions as an early splitting node, signifying that the model prioritizes rdpers 
to divide samples into high and low TNSSF subgroups, thereby confi rming its core discriminative role. Table 4 presents the 
quantitative assessment of the decision tree’s classifi cation performance across four distinct split ratios (0.9, 0.8, 0.6, 0.5) for 
LOW and HIGH TNSSF levels. For the LOW TNSSF group, sensitivity achieves its apex at 0.90 (split ratio 0.6), specifi city 
at 0.87 (split ratio 0.9), and the F1-score consistently surpasses 0.85. For the HIGH TNSSF group, sensitivity peaks at 0.87 
(split ratio 0.9), specifi city at 0.90 (split ratio 0.6), and the F1-score ranges from 0.74 to 0.83. The metrics in question have all 
demonstrated levels that surpass the acceptable threshold, and the performance of these metrics remains stable across various 
split ratios. This indicates that rdpers is a stable core factor driving TNSSF classifi cation.
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Table 4 Decision tree model evaluation capability table
Splitratio LEVEL Sensitivity Specifi city Precision Recall F1

0.9
LOW 0.86 0.87 0.91 0.86 0.89

HIGH 0.87 0.86 0.80 0.87 0.83

0.8
LOW 0.82 0.81 0.90 0.82 0.86

HIGH 0.81 0.82 0.69 0.81 0.75

0.6
LOW 0.90 0.72 0.85 0.90 0.87

HIGH 0.72 0.90 0.81 0.72 0.76

0.5
LOW 0.86 0.73 0.85 0.86 0.85

HIGH 0.73 0.86 0.75 0.73 0.74

3.3 Heterogeneity analysis
To explore regional diff erences in the driving eff ect of higher education R&D full-time equivalent personnel (rdpers) on the 
total number of National Social Science Fund projects (TNSSF), this section divides the 31 provincial-level regions into three 
groups (eastern, central, and western) and conducts 5-fold random forest regression under fi rst-order and second-order control 
variable settings. The results are presented in Table 5, with consistent sample constraints (time-fi xed eff ects, provincial fi xed 
eff ects, and no missing observations) to ensure comparability across regions. 
Table 5 clearly refl ects distinct regional patterns in rdpers’ eff ect on TNSSF. For the eastern region (Columns (1)-(2)), rdpers 
coeffi  cients are positive (0.001, 0.003) but weakly signifi cant: only the fi rst-order control specifi cation (Column (1)) passes 
the 10% significance test (t=1.74), while the second-order control (Column (2)) becomes non-significant (t=1.54). This 
weak positive effect aligns with the eastern region’s mature higher education R&D ecosystem—eastern provinces (e.g., 
Zhejiang, Jiangsu) have long maintained high rdpers density, and the marginal contribution of personnel scale expansion to 
TNSSF has entered a “diminishing stage,” making the driving eff ect less pronounced. For the central region (Columns (3)-
(4)), rdpers shows a striking “threshold effect”: under first-order controls (Column (3)), the coefficient is -0.421*** (t=-
3.66, 1% signifi cance), indicating a negative impact; but under second-order controls (Column (4)), it reverses to 0.584*** 
(t=4.07, 1% significance), showing a strong positive effect. This sharp fluctuation suggests that central provinces (e.g., 
Henan, Hubei) face a “rdpers threshold”—when personnel scale is below the threshold, scattered resource allocation (e.g., 
small R&D teams with redundant project applications) may suppress TNSSF; once the threshold is crossed (synergized 
with second-order control variables like squared R&D expenditure), the agglomeration eff ect of rdpers is released, driving 
TNSSF growth. For the western region (Columns (5)-(6)), rdpers coeffi  cients fl uctuate between negative (-0.129) and positive 
(0.180) but are statistically insignifi cant (t=-0.78, 0.25) in both specifi cations. This instability stems from the western region’s 
underdeveloped R&D foundation: limited total rdpers, unbalanced professional structures (e.g., insuffi  cient social science-
related personnel), and weak supporting resources (low fiscal support intensity [finsup] and financial development level 
[fi ndev]) mean personnel scale changes cannot form a stable driving mechanism for TNSSF. 

Table 5 Regression results to verify regional heterogeneity

Variable (1)TNSSF (2)TNSSF (3)TNSSF (4)TNSSF (5)TNSSF (6)TNSSF

rdpers 0.001*
(1.74)

0.003
(1.54)

-0.421***
(-3.66)

0.584***
(4.07)

-0.129
(-0.78)

0.180
(0.25)

Control variable term Yes Yes Yes Yes Yes Yes

Control variable quadratic term No Yes No Yes No Yes

Time fi xed eff ects Yes Yes Yes Yes Yes Yes

Provincial fi xed eff ects Yes Yes Yes Yes Yes Yes

N 220 160 240 220 160 240
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Notably, the sample sizes for eastern, central, and western regions (220, 160, 240 observations respectively) are suffi  ciently 
large to avoid small-sample bias, and the consistent inclusion of control variables rules out interference from regional 
diff erences in economic level (pgdp) or industrial structure (indsadv). These results collectively confi rm that rdpers’ eff ect 
on TNSSF is not uniform across China—regional R&D maturity and resource matching degree are key factors shaping the 
eff ect, which provides a basis for targeted policy-making.

4.Discussion
The empirical fi ndings of this study off er novel insights into the mechanisms through which university-based R&D personnel 
contribute to the output of National Social Science Fund (NSSF) projects. Across a range of benchmark regressions and 
machine learning models, full-time equivalent (FTE) R&D personnel exhibited a substantial positive impact on project 
outcomes. This fi nding reinforces the longstanding theoretical proposition that human capital is a fundamental component 
of knowledge production functions. Importantly, the results also reveal a nonlinear enhancement eff ect: when interactions 
with second-order control variables, such as internal R&D expenditures and fiscal support intensity, are considered, the 
positive infl uence of personnel inputs is substantially amplifi ed. This fi nding indicates that investments in personnel alone 
are inadequate; instead, the complementarity between human and financial resources plays a pivotal role in enhancing 
research productivity. The application of machine learning models enhances the robustness of these conclusions. The Random 
Forest and Gradient Boosting regressions not only validated the benchmark fi ndings but also captured complex, non-linear 
relationships that may be overlooked by traditional econometric models. Neural network regressions further highlighted the 
risk of overfi tting in regions with imbalanced personnel scales and project quality, underscoring the need for methodological 
caution when applying highly flexible algorithms to heterogeneous datasets. The consistent performance of LASSO 
regression in feature selection confi rms that R&D personnel remain an irreplaceable predictor of NSSF outcomes, aligning 
with prior evidence that researcher density is the most critical determinant of R&D intensity globally. The fi ndings are further 
enriched by the implementation of a regional heterogeneity analysis. In the eastern provinces, where research ecosystems are 
well-developed and personnel densities are already high, the marginal returns on additional R&D staff  appear to diminish, 
refl ecting a saturation eff ect. In contrast, the central provinces exhibited a striking threshold eff ect: personnel inputs were 
negatively associated with project outcomes when below a critical scale, but strongly positive once combined with suffi  cient 
financial and institutional support. This finding underscores the significance of resource agglomeration and synergy in 
transitioning from fragmented to efficient research systems. In contrast, the western provinces exhibited unstable and 
statistically insignifi cant coeffi  cients, indicative of their comparatively weaker research foundations, limited fi scal support, 
and structural imbalances in social science talent. These disparities suggest that uniform national policies may have limited 
efficacy and that differentiated, region-specific strategies are essential for optimizing R&D investment outcomes. When 
considered as a whole, the results of the study emphasize three key implications. First, policies aimed at enhancing NSSF 
productivity should prioritize expanding R&D personnel, as well as providing complementary financial and institutional 
resources to unlock nonlinear synergies. Second, regional disparities necessitate the implementation of differentiated 
strategies. While eastern provinces may benefi t from qualitative improvements, such as interdisciplinary collaboration and 
talent mobility, central provinces require targeted support to surpass resource thresholds. Western provinces, in turn, require 
foundational capacity building in both human and financial capital. Third, the incorporation of sophisticated analytical 
methodologies, such as machine learning, into research policy evaluation off ers discernible advantages for identifying latent 
patterns and regional thresholds. Nevertheless, challenges related to interpretability persist and should be addressed through 
hybrid approaches that combine econometric rigor with predictive capabilities.
In summary, the present study contributes to a growing body of evidence that higher education R&D investment, particularly 
in human capital, exerts a decisive infl uence on the success of social science funding applications. By unveiling nonlinear 
effects and regional heterogeneity, it enhances our theoretical understanding of R&D efficiency and provides actionable 
insights for policy design. Future research should further integrate causal inference with machine learning approaches, 
employ micro-level institutional data, and extend comparative analyses beyond China to test the generalizability of these 
fi ndings in diverse higher education systems.
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Conclusion
This study investigates the driving eff ect of university-based full-time equivalent (FTE) R&D personnel on the output of 
National Social Science Fund (NSSF) projects across 31 provinces in China from 2003 to 2022. By combining benchmark 
regression with multiple machine learning models—including Random Forest, Gradient Boosting, Neural Networks, and 
LASSO regression—the analysis consistently confi rms that R&D personnel are a core determinant of social science funding 
outcomes. The empirical results provide three main conclusions.
First, the contribution of R&D personnel exhibits a nonlinear enhancement effect. While the scale of personnel alone 
positively influences NSSF project output, the effect becomes significantly stronger when complemented by financial 
support, internal R&D expenditures, and other institutional resources. This fi nding underscores the importance of resource 
complementarities in achieving sustainable improvements in research productivity. Second, robustness tests across 
various machine learning models validate the centrality of R&D personnel while capturing complex patterns often missed 
by traditional econometric approaches. In particular, ensemble learning models reveal synergistic interactions between 
personnel inputs and financial variables, whereas neural networks expose potential risks of overfitting in regions with 
structural imbalances. These results highlight the methodological value of integrating machine learning into policy evaluation 
frameworks to identify both robust drivers and hidden nonlinear dynamics. Third, the regional heterogeneity analysis 
demonstrates substantial disparities across China. Eastern provinces, characterized by mature R&D ecosystems, have 
reached a stage of diminishing marginal returns, suggesting the need to shift policy focus from quantitative expansion to 
qualitative enhancement. Central provinces display a threshold eff ect, where personnel investments are initially ineff ective 
but become strongly positive once critical scales and complementary conditions are met. Western provinces, constrained by 
weaker foundations and insufficient fiscal support, show unstable and insignificant results, indicating that basic capacity-
building remains a prerequisite for leveraging R&D personnel inputs. Theoretically, this study extends the literature on 
knowledge production functions by quantifying nonlinear and threshold effects in the social sciences, a domain often 
overshadowed by natural science research. Methodologically, it demonstrates the advantages of combining machine learning 
and econometric models for robust, interpretable, and policy-relevant analysis. Practically, the fi ndings call for diff erentiated 
regional strategies: qualitative improvements in the east, threshold-crossing support in the central regions, and foundational 
investments in the west. Future research should further integrate micro-level data on university structures and collaboration 
networks, apply causal machine learning methods such as double machine learning or causal forests, and explore international 
comparative cases. These efforts will deepen understanding of the mechanisms linking R&D personnel to social science 
project success and enhance the generalizability of the fi ndings beyond the Chinese context.
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