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Abstract: E-commerce growth has fueled increasingly sophisticated fraud schemes, including transaction manipulation 
and payment fraud. Traditional fraud detection methods struggle to adapt, leading to high false positive rates and ineff ective 
detection of emerging fraud patterns.
This study proposes a graph-based deep learning framework that models e-commerce transactions as a heterogeneous graph. 
It utilizes graph convolutional networks (GCN) and graph attention networks (GAT) for spatial fraud detection and temporal 
graph networks (TGNs) for tracking sequential fraud patterns. Semi-supervised and reinforcement learning mechanisms 
enhance adaptability to evolving fraud tactics.
Experiments on real-world datasets show that the proposed model outperforms traditional methods, achieving higher 
accuracy and lower false positives. Its eff ectiveness in detecting multi-step fraud rings and synthetic transactions underscores 
the potential of graph-based deep learning in securing e-commerce platforms.
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1. Introduction
The rapid digitalization of commerce has revolutionized online transactions, enabling businesses and consumers to conduct 
fi nancial activities with unprecedented effi  ciency. However, this expansion has also facilitated the rise of fraudulent activities, 
leading to signifi cant fi nancial losses and a decline in consumer trust [1]. Fraudulent schemes such as fake orders, unauthorized 
chargebacks, seller collusion, and automated bot-driven purchases have become increasingly sophisticated, making traditional 
fraud detection approaches ineff ective [2]. As fraudsters continually refi ne their strategies, e-commerce platforms require more 
advanced and adaptive detection frameworks capable of identifying evolving fraud patterns.
Many conventional fraud detection systems rely on rule-based heuristics or supervised machine learning models to classify 
transactions as fraudulent or legitimate [3]. Rule-based systems fl ag suspicious activities based on predefi ned thresholds, such 
as transaction frequency, order values, and IP address inconsistencies. While these methods can detect known fraud schemes, 
they lack the fl exibility to identify novel fraud tactics. Fraudsters can easily bypass static rules by modifying their behaviors 
to avoid detection. Similarly, supervised learning models, which train on labeled fraud datasets, are limited by their reliance 
on historical fraud patterns[4]. Since fraud techniques evolve rapidly, these models often struggle to generalize to emerging 
fraud strategies that were not present in the training data.
Graph-based deep learning has emerged as a powerful approach to fraud detection by leveraging the inherent relationships 
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between different entities within an e-commerce ecosystem[5]. Unlike traditional machine learning models that treat 
transactions as isolated events, graph-based models capture interactions between buyers, sellers, and products, allowing for 
the detection of fraud schemes that involve multiple accounts working in coordination[6]. Graph neural networks (GNNs) 
extend traditional graph analysis techniques by learning transaction representations dynamically, making them well-suited for 
identifying complex fraud behaviors such as synthetic transactions, laundering schemes, and fraudulent review networks [7].
To enhance fraud detection performance, this study proposes a graph convolutional network (GCN) and graph attention 
network (GAT) framework for spatial transaction analysis, combined with temporal graph networks (TGNs) to model 
sequential fraud behaviors over time. The proposed system integrates semi-supervised learning to improve fraud detection in 
scenarios where labeled fraud data is limited and incorporates reinforcement learning (RL) to dynamically adjust detection 
strategies against evolving fraud tactics. By leveraging graph-based anomaly detection, the framework can effectively identify 
multi-hop fraud patterns, reducing false positives while maintaining high fraud detection accuracy. Experimental results on 
real-world e-commerce datasets demonstrate the superiority of the proposed model compared to conventional fraud detection 
techniques, highlighting its potential for large-scale deployment in digital marketplaces.

2. Literature Review
E-commerce fraud detection has become an increasingly complex challenge as fraudulent actors adopt more sophisticated 
techniques to bypass conventional security measures [8]. Traditional fraud detection approaches, including rule-based systems 
and supervised learning models, have been widely used to mitigate fraudulent activities[9]. While effective against well-
known fraud schemes, these methods struggle to adapt to evolving fraud tactics, particularly those that involve multi-account 
collusion, staged transactions, and synthetic reviews. Recent advances in graph-based deep learning have introduced a more 
robust approach to fraud detection by leveraging transactional relationships rather than analyzing transactions in isolation [10].
Early fraud detection systems primarily relied on predefined thresholds to flag suspicious transactions, such as sudden 
increases in spending, multiple purchases from the same IP address, or frequent refund requests [12]. While these rules helped 
identify known fraud behaviors, they lacked the ability to detect emerging fraud schemes that deviated from established 
patterns [13]. Fraudsters learned to manipulate transaction characteristics to avoid detection, exposing the limitations of static 
rule-based models. The introduction of machine learning techniques improved fraud detection by enabling models to learn 
from historical transaction data and identify anomalies more effectively. However, supervised models relied heavily on 
labeled training data, which was often insufficient due to the evolving nature of fraud[14]. Additionally, these models were 
designed to analyze transactions independently, failing to consider broader interactions between users, merchants, and 
financial systems.
Graph-based fraud detection provides a more dynamic approach by capturing the structural relationships between different 
entities in e-commerce platforms [15]. Instead of treating transactions as isolated events, this method constructs a network 
of interactions, revealing hidden fraud rings, transaction laundering schemes, and coordinated review manipulations. By 
analyzing how buyers, sellers, and products are connected, graph-based methods can detect fraudulent behaviors that span 
multiple accounts and evolve over time. Unlike traditional anomaly detection techniques that focus solely on transaction 
values or frequencies, graph-based approaches incorporate relational and contextual information, allowing for more 
comprehensive fraud detection[16-20].
The development of deep learning techniques further enhanced graph-based fraud detection by introducing models that 
automatically learn transaction representations from raw data [21]. Traditional graph analysis methods relied on manually 
engineered features, requiring domain expertise and significant preprocessing efforts[22-26]. In contrast, deep learning-based 
models, particularly those utilizing graph neural networks, can extract fraud indicators directly from transaction networks, 
improving detection accuracy while reducing the need for manual feature selection. By propagating information across 
connected nodes, these models can identify patterns of fraudulent behavior that may not be apparent when analyzing 
individual transactions in isolation.
An important advancement in graph-based fraud detection is the incorporation of temporal information to analyze how fraud 
evolves over time [27]. Many fraud schemes do not occur as single, isolated events but instead unfold in a series of coordinated 
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actions. Money laundering schemes, for example, often involve gradual fund transfers across multiple accounts to obscure the 
origin of illicit funds. Similarly, fraudulent sellers may gradually inflate their ratings through staged review campaigns before 
executing large-scale scams[28]. To capture these dynamic fraud behaviors, temporal graph networks have been integrated into 
fraud detection frameworks, enabling the analysis of time-sensitive transaction sequences. Unlike traditional graph-based 
models that provide static representations of transaction networks, temporal models track behavioral changes, identifying 
subtle fraud patterns that develop over extended periods.
The increasing adoption of graph-based deep learning in fraud detection has demonstrated significant improvements in fraud 
detection accuracy and adaptability [29]. However, challenges remain, particularly in terms of computational efficiency and 
model interpretability. Processing large-scale e-commerce transaction networks requires substantial computational resources, 
making real-time fraud detection a challenging task. Future research should focus on optimizing graph sampling techniques 
and distributed training architectures to improve scalability. Additionally, deep learning models often operate as black-box 
systems, making it difficult for fraud investigators to understand why certain transactions are flagged as fraudulent. Enhancing 
model transparency through explainable AI techniques, such as attention visualization and interpretable embeddings, will be 
crucial for increasing trust in AI-driven fraud detection systems [30].
As fraudsters continue to exploit vulnerabilities across multiple e-commerce platforms, cross-platform fraud detection will 
become increasingly important [31]. Fraudulent actors frequently operate across multiple marketplaces, making detection more 
complex. Future iterations of fraud detection frameworks should incorporate multi-platform transaction analysis, enabling 
fraud detection across interconnected digital ecosystems. Additionally, integrating transaction data with behavioral analytics, 
sentiment analysis, and real-time monitoring will provide a more holistic approach to fraud prevention[10]. The continued 
advancement of graph-based deep learning, combined with real-time detection capabilities, will play a critical role in securing 
digital marketplaces against emerging fraud threats.

3.Methodology
3.1 Transaction Graph Construction
Fraud detection in e-commerce requires an approach that captures both individual transaction behaviors and their relational 
patterns within a broader network. Traditional fraud detection methods analyze transactions in isolation, overlooking the 
structural dependencies among buyers, sellers, and products. To address this limitation, the proposed framework models 
e-commerce transactions as a heterogeneous graph, where nodes represent entities such as users, merchants, products, and 
transaction records, while edges capture interactions such as purchases, payments, and reviews. This graph representation 
enables the detection of fraudulent behaviors that involve multiple accounts working in coordination.
A crucial step in constructing the transaction graph is encoding relevant transaction features while maintaining the integrity 
of relationships among entities. Each node is assigned a feature vector containing attributes such as transaction timestamps, 
purchase frequencies, product categories, and account age. Edges are enriched with features such as transaction amounts, 
review ratings, and refund history, allowing the model to detect patterns indicative of fraud. Since e-commerce platforms 
process vast amounts of transaction data, graph partitioning techniques are applied to segment the transaction graph into 
manageable subgraphs, enabling efficient processing without compromising fraud detection accuracy.

3.2 Graph Neural Network-Based Fraud Detection
To extract meaningful insights from the transaction graph, the proposed framework employs a hybrid GNN architecture that 
integrates both spatial and temporal learning components. The spatial component uses GCN to aggregate information from 
neighboring nodes, allowing the model to detect fraudulent patterns based on network connectivity. High-degree nodes, 
transaction loops, and tightly connected user clusters often indicate fraud rings, which can be effectively identified through 
GCN-based feature propagation.
To enhance fraud detection accuracy, GAT is employed to assign varying attention weights to different transaction 
relationships. Fraudulent users often attempt to blend in with legitimate users by mimicking normal transaction behaviors. 
GAT enables the model to prioritize high-risk interactions, filtering out irrelevant connections and improving anomaly 
detection performance. Unlike traditional machine learning models that rely on manually engineered fraud indicators, this 



4

Vol. 2 No. 1 (2025)Journal of Advances in Engineering and Technology

approach allows the system to automatically learn fraud-related patterns from raw transaction data.
Figure 1 illustrates the transaction graph structure, showing the relationships between buyers, sellers, products, and 

transactions.

Figure 2 presents the architecture of the fraud detection model, highlighting the spatial learning module’s role in extracting 
transaction dependencies.

3.3 Temporal Modeling for Sequential Fraud Patterns
Fraudulent activities in e-commerce platforms often unfold over time, making it necessary to analyze how transaction 
behaviors evolve. Many fraud schemes, such as money laundering, staged chargebacks, and synthetic identity fraud, involve 
sequential interactions where transactions are spaced out to avoid detection. The temporal component of the proposed 
framework integrates TGNs to track transaction progression and identify staged fraud patterns.



5

Vol. 2 No. 1 (2025)Journal of Advances in Engineering and Technology

By incorporating temporal dependencies, the model detects fraudulent activities that are not immediately apparent when 
analyzing static graph representations. Unlike conventional anomaly detection models that evaluate individual transactions, 
this approach learns the sequential evolution of fraud tactics, enabling early detection before fraudulent actors complete their 
schemes.
A key advantage of TGNs is their ability to analyze long-range dependencies, capturing delayed fraud patterns that may span 
multiple transaction cycles. The proposed framework processes historical transaction sequences using recurrent memory 
units, allowing it to track anomalies that develop gradually. Additionally, reinforcement learning mechanisms are integrated 
to continuously update fraud detection strategies based on emerging patterns, ensuring the model remains eff ective against 
evolving fraud techniques.
Figure 3 visualizes the temporal fraud detection process, illustrating how sequential transaction behaviors are analyzed over 

time.

3.4 Training and Optimization
The proposed fraud detection model is trained using a combination of semi-supervised learning and reinforcement learning. 
Since labeled fraud cases are often limited, semi-supervised learning enables the model to leverage both labeled and 
unlabeled transaction data, improving generalization to new fraud patterns. Contrastive learning techniques further enhance 
fraud detection accuracy by distinguishing fraudulent transactions from legitimate ones.
Reinforcement learning is incorporated into the framework to dynamically adjust fraud detection thresholds. Fraud detection 
systems typically rely on predefi ned thresholds for fl agging suspicious transactions, which may lead to high false positive 
rates. By using a reward-based learning mechanism, the model continuously refi nes its decision-making process, optimizing 
the trade-off between detection accuracy and false positives. The reinforcement learning agent receives feedback based 
on fraud detection performance, ensuring that the model adapts to new fraud tactics without requiring extensive manual 
intervention.
The system is optimized for real-time fraud detection through parallelized GNN computations and distributed training 
techniques. Given the high volume of transactions in e-commerce environments, efficient graph processing methods are 
implemented to reduce inference time. The fi nal fraud detection pipeline is designed to process large transaction datasets 
while maintaining high accuracy and computational effi  ciency.

4. Results and Discussion
4.1 Fraud Detection Performance on E-Commerce Transactions
To evaluate the eff ectiveness of the proposed fraud detection framework, extensive experiments were conducted on real-world 
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e-commerce transaction datasets. The dataset consisted of both legitimate and fraudulent transactions, including synthetic 
identity fraud, staged refund fraud, fake reviews, and coordinated transaction laundering schemes. The model’s performance 
was compared against traditional fraud detection approaches, including rule-based heuristics, supervised learning classifi ers, 
and static graph-based models. Standard fraud detection metrics such as precision, recall, F1-score, and area under the 
receiver operating characteristic curve (AUC-ROC) were used to assess performance.
The experimental results demonstrated that the GNN-based fraud detection model signifi cantly outperformed conventional 
methods. The model achieved an F1-score of 0.92, substantially higher than rule-based detection (0.75) and supervised 
learning classifiers (ranging from 0.78 to 0.85). Additionally, the proposed framework reduced the false positive rate by 
30% compared to static graph-based approaches, showcasing its ability to distinguish fraudulent activities from legitimate 
transactions more eff ectively.
A key advantage of the proposed system is its ability to detect hidden fraud rings, where multiple fraudulent accounts engage 
in coordinated activities to bypass conventional security measures. By leveraging GAT, the system assigns higher attention 
weights to high-risk transactions, allowing it to identify fraudulent behaviors even when individual transactions appear 
normal. The integration of temporal graph learning techniques further enhanced the model’s ability to capture sequential fraud 
patterns, enabling the early detection of staged fi nancial crimes.

Figure 4 presents a comparative analysis of fraud detection performance across diff erent models, illustrating the 
improvements in precision, recall, and false positive reduction achieved by the proposed GNN framework.

4.2 Case Study: Identifying Large-Scale Transaction Laundering
A case study was conducted to analyze the model’s ability to detect large-scale transaction laundering activities, a 
sophisticated fraud scheme where illicit funds are moved through multiple intermediary accounts before being consolidated 
into new wallets. These schemes typically involve synthetic buyers and sellers, who conduct fake transactions to create a false 
record of legitimacy before funneling illicit earnings to a fi nal destination.
Traditional fraud detection techniques, which primarily analyze individual transaction patterns, often fail to detect laundering 
schemes, as individual transactions may appear legitimate. However, the proposed graph-based fraud detection framework 
successfully flagged fraudulent transactions by identifying high-degree transaction hubs and cyclic transaction paths 
indicative of laundering activities. The integration of temporal dependency modeling allowed the system to track how funds 
moved across multiple accounts, identifying fraudulent transactions even when laundering activities spanned multiple time 
intervals.
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The results of this case study highlight the model’s ability to uncover coordinated fraud schemes that are otherwise difficult 
to detect, demonstrating its value in securing financial transactions within e-commerce platforms. The ability to analyze both 
structural and temporal fraud patterns provides a critical advantage over static fraud detection methods.

4.3 Adaptability to Emerging Fraud Patterns
One of the most significant challenges in fraud detection is the evolution of fraud tactics. Fraudsters continually adapt their 
strategies to evade detection, necessitating fraud detection systems that can adjust dynamically. The proposed framework 
addresses this challenge by incorporating semi-supervised learning and reinforcement learning mechanisms, enabling the 
model to detect new fraud strategies without requiring frequent retraining.
To test the model’s adaptability, experiments were conducted using previously unseen fraud patterns, including staged 
refund frauds, coordinated review manipulation schemes, and delayed chargeback frauds. The results showed that the model 
successfully detected 91% of fraudulent activities, even when those patterns were not explicitly present in the training dataset. 
This demonstrates the system’s ability to generalize beyond predefined fraud scenarios, allowing it to remain effective even as 
fraud techniques evolve.
Additionally, the integration of reinforcement learning-based adaptive fraud detection allowed the model to refine its fraud 
identification strategies dynamically. By continuously updating its decision-making parameters based on real-time fraud 
detection performance, the model was able to adjust its fraud thresholds to minimize both false positives and false negatives. 
This capability is crucial for real-world fraud prevention, where fraudsters frequently test detection systems and modify their 
tactics accordingly.

4.4 Scalability and Real-Time Performance
The scalability of fraud detection models is a critical consideration for large-scale e-commerce platforms that process millions 
of transactions per day. Traditional fraud detection approaches often struggle to handle high transaction volumes due to 
computational constraints. The proposed model was optimized for real-time fraud detection by leveraging graph partitioning, 
batch processing, and distributed computation techniques to improve scalability.
Performance benchmarking was conducted on datasets ranging from 100,000 to 10 million transactions, measuring inference 
speed, memory usage, and detection accuracy. The model maintained an average inference speed of 45,000 transactions per 
second, demonstrating its ability to handle real-time fraud detection while preserving high precision. Additionally, the use of 
temporal graph sampling techniques helped reduce memory consumption, ensuring efficient resource utilization even when 
analyzing high-throughput transaction streams.
These results confirm that the proposed fraud detection framework is highly scalable, making it suitable for deployment in 
real-world e-commerce environments. The ability to balance high detection accuracy with computational efficiency ensures 
that the model can be integrated into live fraud monitoring systems without introducing significant delays or performance 
bottlenecks.

5.Conclusion
The increasing complexity of fraud schemes in e-commerce platforms necessitates the development of more sophisticated 
fraud detection techniques. Traditional methods, including rule-based heuristics and supervised learning classifiers, have 
shown limitations in adapting to evolving fraud tactics. These approaches often suffer from high false positive rates, an 
inability to generalize to unseen fraud patterns, and inefficiencies in detecting multi-step fraud schemes involving multiple 
accounts. This study introduced a graph-based deep learning framework for fraud detection in e-commerce transactions, 
leveraging graph neural networks (GNNs) to capture both structural and behavioral anomalies.
The experimental results demonstrated that the proposed fraud detection model significantly outperforms conventional 
methods. By integrating graph convolutional networks (GCN) and graph attention networks (GAT) for spatial learning and 
temporal graph networks (TGNs) for sequential fraud pattern detection, the framework achieved a higher F1-score and 
lower false positive rate compared to traditional machine learning classifiers. The ability to analyze multi-hop transaction 
dependencies and detect hidden fraud rings proved to be a key advantage of the GNN-based approach. Additionally, 
the incorporation of reinforcement learning (RL) allowed the model to dynamically refine its fraud detection strategies, 
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improving adaptability to emerging fraud tactics.
One of the major strengths of this framework is its ability to detect coordinated fraud schemes that would typically go 
unnoticed in transaction-level analysis. The case study on transaction laundering demonstrated how the model successfully 
identified complex financial crime networks by tracking sequential fund movements and recognizing abnormal transaction 
loops. The integration of temporal dependency analysis enabled the system to capture fraud schemes that unfold gradually, an 
essential capability for real-world fraud prevention.
Scalability was another critical factor in the evaluation of the proposed framework. The model was designed to handle 
high transaction volumes efficiently, maintaining near real-time fraud detection speeds through optimized graph processing 
techniques. The system was tested on large-scale datasets, demonstrating an average inference speed of 45,000 transactions 
per second, ensuring that fraud detection remains effective without introducing computational bottlenecks. The parallelized 
graph learning approach and distributed training optimizations further enhanced the framework’s suitability for large-scale 
e-commerce applications.
Despite its advantages, certain challenges remain. One primary limitation is the computational cost associated with training 
deep GNN models on large-scale transaction graphs. While inference is optimized for efficiency, the initial training phase 
requires significant computational resources. Future research should explore more efficient training techniques, such as 
federated learning and distributed GNN processing, to further improve scalability. Another challenge is model interpretability. 
Many deep learning-based fraud detection models function as black-box systems, making it difficult for investigators to 
understand why certain transactions or accounts are flagged as fraudulent. Future work should integrate explainable AI 
techniques, such as attention-based fraud visualization and interpretable graph embeddings, to improve model transparency.
As e-commerce fraud tactics continue to evolve, cross-platform fraud detection will become increasingly important. 
Fraudsters frequently exploit multiple online marketplaces, conducting fraudulent transactions across interconnected digital 
ecosystems. Future fraud detection systems should integrate multi-platform transaction analysis, enabling fraud detection 
across different e-commerce networks to prevent fraud migration strategies. Additionally, multi-modal fraud detection 
techniques, combining transaction analysis with behavioral analytics and sentiment-based anomaly detection, could provide a 
more holistic fraud prevention framework.
This study highlights the potential of graph-based deep learning in revolutionizing e-commerce fraud detection. By 
leveraging spatial and temporal transaction patterns, the proposed model significantly improves fraud detection accuracy 
while reducing false positives. As e-commerce platforms continue to expand, AI-driven fraud detection solutions will play 
an increasingly essential role in mitigating financial risks and ensuring the security of digital transactions. The continued 
advancement of graph-based deep learning, real-time fraud analytics, and adaptive fraud prevention systems will be critical in 
securing e-commerce platforms against the constantly evolving landscape of financial fraud.
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