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Abstract: The intelligent development in building design, construction, and operation & maintenance is exceptionally rapid, 
which has become a trend that cannot be ignored in the current fi eld of architecture. With the help of prompt engineering, 
architects can use generative AI to lay out building space designs and even generate 3D drawings. Artificial intelligence 
agents can act as designers and owners, representing all parties involved in the building life cycle. In this way, they simulate 
all parties involved in the building life cycle, providing a comprehensive perspective and solutions for the smooth progress 
of the building. However, this has led to a problem worthy of in-depth exploration: large models have tendencies when 
playing diff erent roles. In this article, we aim to deeply explore the tendencies of large language models (LLM) when playing 
virtual personalities. Specifi cally, we will conduct extensive experiments to examine two important aspects. One aspect is the 
analytical ability of large models in terms of virtual personalities, which includes how they interpret requirements in diff erent 
situations and how they conduct logical analysis according to diff erent role positions. The other aspect is the performance 
of large models in terms of regions and ethnic groups when playing virtual personalities. Diff erent regions have diff erent 
architectural cultural and style requirements, and different ethnic groups also have unique architectural aesthetics and 
traditions. Although LLMs have shown a certain discriminative ability during the role-playing process and can distinguish 
diff erent role requirements, we fi nd that the content they generate still shows a specifi c content tendency. This research can 
deepen the understanding of LLM’s performance in multiple aspects such as building design and operation & maintenance.
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1.Introduction
 With the rapid development of generative artificial intelligence, large language models (LLMs) have become the core 
technology driving the transformation of human-computer interaction paradigms. Represented by ChatGPT, LLMs 
exhibit human-like dialogue and knowledge generation capabilities through reinforcement learning from human feedback 
(RLHF) and large-scale data training. They can even simulate specifi c personality traits for interaction. This technological 
breakthrough not only restructures information production methods but also fosters the emergence of “human-model” 
symbiotic systems, providing unprecedented technical foundations for the construction of virtual personalities. 
The data preference characteristics displayed by LLMs in carrying virtual personalities are triggering deep reflections in 
academia on technical ethics, social impacts, and governance paths. The shaping of virtual personalities by LLM essentially 
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stems from its training data. LLM relies on learning statistical patterns from massive corpora, and the quality and ethical 
attributes of its generated content are directly influenced by the size, diversity, and value orientation of the training data. 
Studies have used MBTI (Myers Briggs Type Indicator) in human personality assessment as an indicator for evaluating 
LLMs [1]. They have conducted experiments on the personality tendencies of the large model itself, and the personality traits 
exhibited by the model can be adjusted through prompt engineering. 
However, there are still many questions about the thinking mechanism of LLMs. The experimental design mainly focused 
on language comprehension tasks and did not fully explore the similarities of other cognitive functions. Some studies also 
suggest that it is the procedural knowledge in pre-training that drives the inference of large models. [2]. This article will study 
the data selection strategy of LLM in hosting virtual personalities from the perspective of data preferences, explore the 
mechanism of personality traits shaped by different types of data, and provide theoretical support for building controllable 
and trustworthy virtual personalities.

2.Related Works
With the rapid development of artificial intelligence technology, LLMs have shown revolutionary potential in the field of 
virtual personality hosting. Current mainstream models such as ChatGPT, Bard, Claude, etc. can simulate human dialogue 
patterns and carry specific personality traits [3]. Research has shown that the personality traits of virtual characters have a 
significant impact on user perception. By designing virtual characters with specific personality traits, their credibility and 
attractiveness can be enhanced [4]. The improvement of interaction ability enables LLMs to have a wide range of applications 
in various fields. By designing virtual characters with specific personality traits, the credibility and attractiveness of LLM 
agents can be enhanced. Studies are building multi-LLM agent teams, using prompt words to make each agent play different 
roles and achieve team collaboration [5–7]particularly large language models (LLMs. By fine-tuning LLMs in specific domains, 
they improved the predictive accuracy in the field of neuroscience, LLMs can extract and integrate information from a large 
amount of scientific literature, surpassing human experts in predicting experimental results [8]. For instance, the Otome 
game proposes a new type of emotional support chatbot by combining LLM. The game demonstrates how to enhance the 
interactive experience through data augmentation and emotional enhancement technology, significantly improving emotional 
participation in interactive entertainment [9]. Studies even collect detailed information about real people and have LLM agents 
imitate their behavior and attitudes, simulating the behavior and attitudes of thousands of people, for use in sociological 
behavioral research [10].
There are also numerous research applications in the construction industry. [11]. These applications can be divided into four 
categories. The first one is to improve machine learning-based prediction. The opaque inference mechanism of machine 
learning has caused certain understanding barriers for users, ultimately leading to decision-making dishonesty. A deep 
interpretation of the LLM inference process can improve the credibility of operational decisions. The second is to delegate 
data and control permissions to LLMs, who will analyze and make decisions. For instance, the utilization of a basic model 
(such as GPT-4) for direct industrial control, significantly reduces the technical burden. The experimental results show that 
GPT-4 exhibits comparable performance to traditional reinforcement learning methods in HVAC control tasks, demonstrating 
the potential of the basic model in industrial applications [12]. The third approach is to incorporate LLMs into the interactive 
interface of building energy management systems to improve communication between the system and users. This approach 
improves communication between users and operations engineers, enhances user experience, and reduces operational costs [13]. 
The fourth type relies on the multimodal capability of large models, combined with heterogeneous data such as robot vision 
and hearing, to achieve embodied intelligence. 
Although LLM has obvious advantages, there is still debate about the inference mechanism of LLM agents. Some studies 
suggest that there is a significant correlation between the performance of LLMs and their brain similarity, and their feature 
extraction mechanism will be closer to the language processing mechanism of the human brain [14]. However, the model 
parameters used in the experiment were relatively small and lacked in-depth analysis of different types of language tasks. 
This study will conduct experiments on the abilities of LLM agents, testing their reasoning abilities regarding age, gender, 
occupation, place of birth, ethnicity group, and education based on a virtual personality database, and further testing their 



3

Advances in Management and Intelligent Technologies Vol. 1 No. 2 (2025)

deep reasoning abilities regarding their place of residence and favorite place. 

3.Methodology
This article will use LLM agents as analysts. The experiment fi rst shuffl  es the virtual personality database and then sends it to 
the analyst played by the LLM agent to induce inference through prompt words. The inference results are then handed over to 
another analyst played by the LLM agent for judgment. The basic structure of the experiment is shown in Fig. 1. The virtual 
personality database is from [15]. Fig. 1 uses icons form [16].

Figure 1. Experiment structure

The experiment is based on a virtual persona where analysts played by LLM are asked about their inferences about virtual 
humans. Specifi cally, the LLM agent’s status is fi rst updated through prompt words to bypass system restrictions. Then raise 
questions to LLM and limit the return to JSON format for data processing. This stage mainly uses models with parameter 
sizes below 32 billion, which are Mistral-nemo:12b, Mistral-small:22b [17]a 7-billion-parameter language model engineered 
for superior performance and effi  ciency. Mistral 7B outperforms Llama 2 13B across all evaluated benchmarks, and Llama 1 
34B in reasoning, mathematics, and code generation. Our model leverages grouped-query attention (GQA, Qwen2.5:32b [18]

we introduce Qwen2.5, a comprehensive series of large language models (LLMs, Gemma2:27b [19]. Then modify the system 
prompt using the same method, allowing the LLM agent to evaluate the inference from the previous stage and return JSON 
data. The model used for this process is Qwen2.5:72b. Fig.2 illustrates the conversation structure. LLM service runs on a 
4070 Ti Super with 128G RAM, and due to limited computing power, the experiment only infers 1000 virtual humans.
The questions include the age, gender, ethnicity, occupation, education level, place of birth, place of residence, and favorite 
place of the virtual person. Considering that the description of the virtual persona may include information on age, gender, 
occupation, education, and place of residence, the experiment also includes ethnicity, birthplace, and favorite place for 
reasoning. The global city list comes from [20], and the global ethnic group list is from [21]. 
The experiment also tested models such as Gemma2:9b, Llama3.1:8b, Qwen2.5:7b, Qwen2.5:14b, qwq:32b, DeepSeek-
R1:32b, etc., but the output performance was not satisfactory. After the above eight categories of Q&A, the experiment 
obtained the inference and judgment of inference correctness for the four small-scale models mentioned above. Section 4 will 
present these results.

4.Results
As shown in Fig. 3, we have updated the task of LLM through prompt word engineering, and the model responded to three 
stages of thinking. Taking age inference as an example, the model fi rst considers universal features and infers based on age 
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groups; In the second stage, the use of ‘new’ in the prompt word caused some interference with the model’s inference, but the 
model was ultimately revised; The third stage model has balanced the relevant content of the virtual persona. 

Figure 2. Conversation structure with LLM API

Figure 3. Processes of a small-scale model reasoning

5

Figure 3. Processes of a small-scale model reasoning

We repeated this reasoning process in 1000 virtual personalities, involving age, gender, occupation, education, place of
residence, ethnicity group, birthplace, and favorite place. The results are illustrated in Fig. 4 , 5, 6, and 7. Comparing the
results of the four models, the inferential distribution of age and education level is relatively similar, the distribution of age is
more in the range of 30-39, and the education level is concentrated in bachelor’s degree or equivalent. Gemma2:27B and
Qwen2.5:32B show obvious diversity in gender inference. Gemma2:27B in place reasoning is concentrated in Taiwan,
Mistral-nemo:12B is concentrated in Istanbul, Harare appears more in Mistral-small:22B's reasoning on place, Qwen2.5:32B
is concentrated in Virginia. In terms of ethnicity groups, the results of Gemma2:27B and Mistral-small:22B concentrated in
American, Mistral-nemo:12B concentrated in African, and Qwen2.5:32B collectively referred to as white.
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We repeated this reasoning process in 1000 virtual personalities, involving age, gender, occupation, education, place of 
residence, ethnicity group, birthplace, and favorite place. The results are illustrated in Fig. 4 , 5, 6, and 7. Comparing the 
results of the four models, the inferential distribution of age and education level is relatively similar, the distribution of age 
is more in the range of 30-39, and the education level is concentrated in bachelor’s degree or equivalent. Gemma2:27B 
and Qwen2.5:32B show obvious diversity in gender inference. Gemma2:27B in place reasoning is concentrated in Taiwan, 
Mistral-nemo:12B is concentrated in Istanbul, Harare appears more in Mistral-small:22B’s reasoning on place, Qwen2.5:32B 
is concentrated in Virginia. In terms of ethnicity groups, the results of Gemma2:27B and Mistral-small:22B concentrated in 
American, Mistral-nemo:12B concentrated in African, and Qwen2.5:32B collectively referred to as white.

Figure 4. Results of Gemma2:27B
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The assessments of the assumptions by Qwen2.5:72b are illustrated in Fig. 8 and 9. The bar chart on the left displays the 
specifi c numerical distribution of each model in diff erent dimensions, while the bar chart on the right summarizes the overall 
performance by Qwen2.5:72b of each model in four dimensions. Red means Qwen2.5:72b disagrees with the assumptions. 
The inference results of the four small-scale models have a low agreement with Qwen2.5:72b.

Figure 5. Results of Mistral-nemo:12B

The distribution of judgment results of four different models (Qwen2.5:32B, Mistral-small:22B, Mistral-nemo:12B, 
Gemma2:27B) in four different dimensions (age, gender, occupation, education) was presented in Fig. 8. Qwen2.5:32B 
shows higher accuracy in judgment across four dimensions: age, gender, occupation, and education, particularly in predicting 
education level. Gemma2:27B demonstrates high accuracy in all four dimensions, particularly in terms of gender and 
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education level. Mistral-small:22B has relatively low accuracy in these four dimensions, especially in the vocational and 
educational dimensions. The accuracy of the judgment of Mistral-nemo:12B is similar to that of Mistral-small:22B, but its 
performance is relatively weak.

Figure 6. Results of Mistral-small:22B

Fig.9 shows the distribution of judgment results of four major language models (Qwen2.5:32B, Mistral-small:22B, Mistral-
nemo:12B, Gemma2:27B) in four diff erent dimensions (Birthplace, Favorite Place, Residence, Ethnicity Group). From the 
graph, there are diff erences in the performance of the four models in diff erent dimensions, but overall, they perform relatively 
consistently in certain dimensions. The performance of the four models in the birthplace dimension is consistent, and the 
numerical distribution is concentrated. The model also exhibits similar distribution characteristics in the favorite place 
dimension. 
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Figure 7. Results of Qwen2.5:32B

In terms of residential dimension, the numerical distribution of the model is relatively scattered, but the overall performance 
is still relatively consistent. Qwen2.5:32b and Mistral-small:22b have relatively better results. On the dimension of ethnic 
groups, the numerical distribution of the model is relatively uniform, but Gemma2:27B and Mistral-small:22b perform better. 
Generally, Qwen2.5:32B and Gemma2:27B perform well in multiple dimensions and are suitable for tasks that require 
complex reasoning and long text generation. Mistral-small:22B and Mistral-nemo:12B perform relatively weakly and 
are suitable for resource-constrained scenarios. The experiment also utilized small-scale models including DeepSeek-R1 
and Llama3.3, however, due to limitations in computing power, the returned results cannot maintain a consistent 
format. 
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Figure 8. Distribution and summary of judgments for small-scale model reasoning (I)
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Figure 9. Distribution and summary of judgments for small-scale model reasoning (II)

5.Discussions and limitations 
According to the experimental results, LLM agents have demonstrated certain abilities and potential in playing the role of 
analysts. LLM agents can combine intuitive information for inference, and the higher the degree of information correlation, 
the more accurate the inference results. For models below 32 billion, the larger the model size, the higher the accuracy of the 
inference results.
LLM agents have certain potential in simulating building users by simulating different virtual personalities. This ability 
stems from its ability to learn and analyze large amounts of data, enabling it to understand and generate conversations and 
behaviors that fi t specifi c roles. For example, in the experiment mentioned in this article, LLM agents can reason based on the 
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age, gender, occupation, and other characteristics of virtual personalities, thereby providing feedback on building design or 
use as building users. This simulation will improve the collection of opinions in the design process and enhance the feedback 
adjustment process of building operation and maintenance. 
In the process of architectural design, LLM agents can provide architects with a more comprehensive perspective and 
solutions by analyzing the architectural cultures and styles of different regions and ethnic groups. The experimental results 
show that LLM exhibits high accuracy in inferring users’ education level, occupation, and place of residence, especially 
in predicting their education level. LLM can better understand the user’s background, acting as both an architect to design 
and a user to provide feedback, thus better meeting the user’s needs in the design. In the process of building operation and 
maintenance, LLM can optimize the operating parameters of building equipment and achieve predictive feedback adjustment 
while understanding the user background. The interactive ability of LLM agents can significantly enhance the user experience 
in the architectural design process. 
Through interaction with virtual personalities, users can express their needs and preferences more intuitively, while LLM can 
provide real-time feedback and adjust design plans. This dynamic interaction not only improves the efficiency of the design 
but also allows users to feel a higher sense of participation and satisfaction throughout the entire process. Although LLM 
performs well in role-playing and user simulation, experiments have also revealed specific tendencies in its generated content. 
This tendency may stem from the quality and diversity of its training data. The architectural aesthetics and traditions vary 
among different regions and ethnic groups, and LLM may be limited by its training data when simulating these diversities. 
This study also has some limitations. Firstly, the model parameters used in the study are relatively small, which may limit 
the accuracy and comprehensiveness of inference. In the future, larger-scale models should be considered for validation. 
The experimental design mainly focuses on language comprehension tasks, lacking in-depth exploration of other cognitive 
functions, which may affect the comprehensive understanding of LLM thinking mechanisms. In addition, the paper did not 
fully discuss the ethical and social impacts of LLM-generated content, and future research should strengthen the exploration 
of such issues to ensure responsible use of the technology.
Therefore, in practical applications, architects need to carefully evaluate the content generated by LLM to ensure that it 
complies with local culture and design standards. Future research can further explore how to optimize the training data of 
LLM to enhance its adaptability and accuracy in the field of architectural design. In addition, combining more user feedback 
and practical cases can provide richer materials for LLM’s role-playing ability, thereby enhancing its performance in 
simulating building user experience.

6.Conclusions
This article explores the abilities and tendencies of LLM in portraying virtual personalities through experiments and finds that 
LLM has the potential to simulate building users and provide feedback to improve the design process. Through experimental 
design, LLM is used as an analyst to infer virtual personality databases. The research involves the comparison and evaluation 
of multiple models. The experimental questions cover the characteristics of virtual individuals such as age, gender, ethnicity, 
occupation, education level, place of birth, place of residence, and preferred location. Evaluate the performance of different 
models in various dimensions by reasoning and judging 1000 virtual individuals. The experimental results show that LLM 
exhibits certain abilities in inferring virtual personalities, especially in terms of educational level and professional reasoning. 
There are differences in inference accuracy and consistency among different models, with Qwen2.5:32B and Gemma2:27B 
performing relatively well.
LLM agents have demonstrated strong potential in simulating building user experience, providing valuable support for 
architectural design through their role-playing and data analysis capabilities. However, it is still necessary to pay attention 
to the tendency of its content generation and combine it with the specific needs of users in practical applications to achieve 
higher-quality design results.
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